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Abstract

This paper deals with set membership state estimation for continuous-time systems from discrete-time measurements, in the unknown but bounded error framework. The classical predictor-corrector approach to state estimation uses interval Taylor methods for solving the prediction phase, which are known to have poor performance in presence of large model or input uncertainty. In this paper, we show how to derive more efficient predictors by using a nonlinear hybridization method which builds hybrid automata to characterize the boundaries of reachable sets. The derived continuous-discrete set membership predictor-corrector estimator is then tested with simulated data from a bioreactor. Our method is compared to classical continuous-time interval observers and is shown to have promising performance.
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1 Introduction

State estimation is an important issue when addressing control or diagnosis issues with dynamical systems. For many systems, such as bioreactors for instance, it is more natural to assume that all uncertain quantities – measurement noise, model uncertainty and modelling errors – belong to a known set.
This assumption is rather natural and requires much less data than statistical assumptions. In such an unknown-but-bounded-error (UBBE) framework, the estimation problem no longer has a unique solution, but there exists a set of state vectors that are consistent with measured data, the model structure and the prior error bounds. Set-membership estimation (SME) techniques allow the characterization of this solution set [44].

SME techniques have reached a mature stage when dealing with linear or nonlinear discrete-time models (see [28] and the references therein). For the linear case, the solution set is a convex polyhedron which can be characterized either exactly or superscribed in simple-shaped forms, such as ellipsoids [9, 13, 26, 8], parallelotopes [10] or zonotopes [1]. When the discrete-time model is nonlinear, Alamo et al. [2] used DC programming with zonotopes (a DC function is a function that can be expressed as the difference of two convex functions), while Jaulin et al. [17] and Kieffer et al. [18] developed new tools using interval analysis, consistency techniques and constraint propagation. Chen et al. [7] introduced an extension of the Kalman filter to intervals.

To the contrary, SME with continuous-time nonlinear systems needs further investigations, and even more when the models, in the form of differential equations, encompass uncertainty. In the SME literature, there are mainly two types of SME techniques:

(i) The first one addresses the case of continuous-time state estimation from continuous-time measurements, and was proposed for some classes of continuous-time systems (such as bioreactors for instance), for the first time by Gouzé et al. [15], then further investigated by Hadj-Sadok and Gouzé [16], Rapaport and Gouzé [42], Dochain [12], Bernard and Gouzé [4], Rapaport and Dochain [41] and Moisan et al. [30]. Such observers will be denoted interval observers in the sequel.

(ii) The second one addresses the case of continuous-time state estimation from discrete-time measurements and was introduced by Jaulin et al. [17], then improved by Raïssi et al. [37], Raïssi et al. [38], Kieffer et al. [21] and Goffaux et al. [14]. In the sequel, we will investigate this type of approach, which we denote as the prediction-correction approach.

The prediction-correction approach relies on a two-stage methodology. The first stage is a prediction stage, which relies on guaranteed set integration, i.e. validated numerical integration methods for solving the initial value problem (IVP) for ordinary differential equations (ODE). Prediction stage yields a guaranteed numerical evaluation of the state vector as the solution of the ODE at measurement time steps – [34] is a very good review on validated numerical integration methods based on interval Taylor series. The second stage is a correction stage, which consists in studying the consistency between the feasible domain for actual output and the feasible one for model output, in order to prune inconsistent parts from the two outputs. In fact,
the over-approximations induced by interval computations in the validated numerical integration methods [31, 3] used in the prediction stage, reduce the performance of the prediction/correction approach, and more importantly when system model encompasses uncertainty in either parameters or inputs. Even though, several validated numerical integration methods [25, 43, 5, 36, 11, 23, 22] are available, they usually fail (computing algorithm stops) as long as the magnitude of model uncertainties is large. To date, the method most often used to control over-approximations proceeds by bisecting state or parameter vectors uncertainty sets. Unfortunately, bisection strategies lead to combinatorial complexity, hence large computation time and memory usage, which is a severe drawback if an on-line implementation is required for state estimation.

In, this paper we address the improvement of the prediction stage by using validated numerical methods for set integration which do not revert to bisection when used with large uncertainty sets. The idea is to use comparison theorems for differential inequalities, and in particular the classical Müller’s theorem [32, 27, 47, 45] which makes it possible to derive two bracketing dynamical systems which enclose the original uncertain dynamical system and thus bound the solution set between a minimal solution, i.e. a flow that is always lower than the solution flow pipe, and a maximal solution, i.e., a flow that is always larger. Since the two bounding systems involve no more uncertainty, classical interval Taylor methods can be used for the guaranteed computation of the minimal and maximal solutions, hence the solution set. As a matter of fact, such bracketing methods are the very ones used within the classical interval observers recalled above. Moreover, Goffaux et al. [14] improved recently the prediction-correction approach by using the Müller’s theorem to build a set of framers, i.e. bracketing systems, for computing solution sets for the prediction stage, while assuming that system’s Jacobian off-diagonal matrix elements are of fixed sign. It remains that for the general case where the latter Jacobian matrix elements may change sign over a given time horizon, the previous methods do not work, hence obtaining tight bracketing systems, or framers, remains an issue.

In our previous works [39, 40], we addressed this issue and introduced a hybrid bounding approach. Given a time grid, \( t_0 < t_1 < t_2 < \ldots < t_{n_T} \), our method analyzes the signs of the off-diagonal Jacobian matrix elements. Over each time interval \([t_j, t_{j+1}]\), where these signs remain fixed, our method uses the Müller’s theorem to build the two bracketing dynamical systems. Over each time interval \([t_j, t_{j+1}]\), where the sign of at least one partial derivative changes, our method reverts to classical interval Taylor method and solves the prediction stage by using whole domains. Finally, when the obtained bounding systems are analyzed over the whole time interval \([t_0, t_{n_T}]\), they behave as the subsystems of a hybrid system, which switches from one subsystem to another each time a partial derivative changes sign. In fact, the ability of our hybrid
bounding approach to yield effective results in general, is driven by its ability
to ascertain the signs of the partial derivatives. Therefore, when the size of
the domains taken for initial state vector or parameter vector are large, one
expects the method to have difficulties to ascertain the signs, and hence to sel-
dom use the bounding systems approach. A simple idea to circumvent such a
drawback may consist again in allowing the domains to be partitioned in a way
that renders easier the determination of the signs of the partial derivatives.
But then, method complexity would grow exponentially.

In the sequel, we will show how to modify our nonlinear hybridization ap-
proach in order to improve the performance of the prediction stage, hence the
set-membership prediction-correction state estimator without using neither
parameter nor state bisection. The main improvement resides in the develop-
ment of a new rule, a generic rule for deriving the bracketing systems over
time intervals when our original rule does not work, i.e. when the sign of
off-diagonal elements of system’s Jacobian matrix changes with time. A nice
consequence of the improvement is that it may no longer be necessary to revert
to interval Taylor methods for solving the prediction stage.

The organization of the paper is as follows. In section 2, we overview set-
membership state estimation with continuous-time systems from discrete-time
data. We recall our hybrid bounding method and give the improved rule for
building the bracketing systems in section 3. Finally, we show the potential of
our improved hybrid bounding method for set-membership state estimation
for bioreactor, in section 4. We compare also the outcome of our method with
the one of a classical interval observer, by using simulated data.

2 Set-membership state estimation in presence of uncertainty

Consider the uncertain continuous dynamical system (1) where uncertainties
are represented by bounded sets with a priori known bounds,

\[
\begin{cases}
    \dot{x}(t) = f(x, p, t) \\
    y(t) = g(x, p, t) \\
    x(t_0) \in X_0 \subset D, \ p \in P, \ t \in I = [t_0, t_N]
\end{cases}
\]

Functions \( f : D \times P \times \mathbb{R}^+ \rightarrow \mathbb{R}^n \) and \( g : D \times P \times \mathbb{R}^+ \rightarrow \mathbb{R}^m \) are possibly nonlinear.
\( f \in C^{k-1}(D \times P \times \mathbb{R}^+), \ \mathbb{D} \times P \times \mathbb{R}^+ \subseteq \mathbb{R}^{n+p+1} \) is an open set; \( n, m \) and \( n_p \) are
the dimensions of respectively the state vector \( x \), the output vector \( y \) and the
parameter vector \( p \). The initial state \( x(t_0) \) is assumed to belong to an a priori
known set \( X_0 \) and we assume that measurements \( y_j \) of the output vector are
available at sampling times \( t_j \in \{t_1, t_2, \ldots, t_{n_T} \} \) in \([t_0, t_{n_T} = T] = I \). Note that sampling interval needs not be constant. Measurement noise is a discrete time signal assumed additive and bounded with known bounds. Denote by \( E_j \) a feasible domain for output error at time \( t_j \), the feasible domain for output model at time \( t_j \) is then given by

\[
Y_j = y_j + E_j .
\] (2)

SME aims at characterizing, in a guaranteed way, the set \( X \) of all state trajectories consistent with model (1), its uncertainties, the actual data, and their feasible domains. Denote \( X(t; t_0, X_0, P) \), the solution set at time \( t, t \geq t_0, \) of (1), originating from each initial condition in \( X_0 \) at time \( t_0 \) and each parameter vector in \( P \).

By using a method for characterizing the reachable set for uncertain nonlinear continuous-time systems, the prediction stage computes a conservative over-approximation \( X_{j+1}^{\text{inv}} \) of the set \( X(t_{j+1}; t_j, X_j, P) \) of all possible solutions of (1) at time \( t_{j+1} \) originating from each initial condition in \( X_j \) at time \( t_j \) and each parameter vector in \( P \).

The correction stage uses contractors and consistency techniques to characterize \( X_{j+1}^{\text{inv}} \), which is an over-approximation of the reciprocal image of the output feasible domain \( Y_{j+1} \) by function \( g \), at time \( t_{j+1} \), then reduces the predicted state set by computing the intersection between the reciprocal image \( X_{j+1}^{\text{inv}} \) and the predicted set \( X_{j+1}^{p} \), as follows

\[
X_{j+1}^{c} = X_{j+1}^{\text{inv}} \cap X_{j+1}^{p}
\] (3)

Finally, in the next step, the prediction phase is initialized with \( X_{j+1}^{c} = X_{j+1}^{c} \).

The algorithm below summarizes the procedure of this set-membership state estimation approach.

**Algorithm 1 Prediction-Correction Set-Membership Estimator**

1. **Input:** \((X_0, P, f, g, Y_1, \ldots, Y_{n_T})\)
2. \( t_j = t_0; X_j = X_0; \)
3. **while** \((t_j < t_{nT})\) **do**
   ***** Prediction phase *****
   4. \( \{t_{j+1}, X_{j+1}^{p}\} = \text{Guaranteed-Set-Integration}(f, X_j, P, t_j); \)
   ***** Correction phase *****
   5. \( X_{j+1}^{\text{inv}} = \text{Guaranteed-Set-Inversion}(g, Y_{j+1}, P, t_{j+1}); \)
   6. \( X_{j+1}^{c} = X_{j+1}^{\text{inv}} \cap X_{j+1}^{p}; \)
   ** *** Re-initialization *** **
   7. \( X_{j+1} = X_{j+1}^{c}; \)
   8. \( j = j + 1; \)
The ability of this algorithm to solve practical problems depends essentially on the performances (size of enclosures, computation time, . . .) of the computing reachable set methods used. Hence, the main contribution of this paper, that is the use of our nonlinear hybridization approach to reachable set computation [40] allied with an enhanced rule for deriving the bracketing systems.

Remark 1 The set inversion step needed for correction stage may be achieved by using interval analysis, branching and reduction functions based on constraint satisfaction and consistency techniques (see [17] and the references therein). When on-line implementation is desired, set inversion can be achieved efficiently without bisection nor branching by using a smart combination of differential algebraic and Taylor model methods [5, 24].

3 Guaranteed set integration using a nonlinear hybridization

In a previous work [39, 40], we have introduced a hybrid bounding approach to nonlinear reachability computation for uncertain nonlinear systems. This approach relies on (i) an adapted version of the classical Müller’s existence theorem [32, 47] given in [21]; (ii) and a partition of the reachable state set for the nonlinear uncertain systems into regions over which it is possible to implement the Müller’s theorem. In other words, our method analyzes the signs of the partial derivatives \( \frac{\partial f_i}{\partial x_j}(x, p, t) \) and \( \frac{\partial f_i}{\partial p_k}(x, p, t) \), evaluated over the current reached state space \( X(t; t_0, x_0, P) \) and for any \( p \in [p] \). Then, over each time interval \([t_i, t_{i+1}]\) where these signs remain constant it designs a bracketing coupled dynamical system thanks to Müller’s theorem, which we write as follows

\[
\mathcal{M}_i = \begin{cases} 
\dot{x} = f(x, x, p, p, t) \\
\dot{p} = f(x, x, p, p, t) \\
X(t_0) = x_0, \\
X(t_0) = x_0 
\end{cases}
\]  

(4)

where there is no uncertainty in either state or parameter vectors and which yields a guaranteed enclosure of all the possible solutions for the original uncertain system (1). That is, the flow pipe of the original uncertain system is enclosed between a minimal and a maximal solution, obtained as the solution of the bracketing coupled system (4). In appendix A, we recall the adapted version of the Müller theorem [47, 21] and the practical rule [21, 40] based on a monotonicity test which makes it possible to design, in the general case, the bracketing coupled system (4) over time intervals where the partial derivatives
have constant sign.

Now, for each time interval where the sign of at least one partial derivative is not constant for all $t$ in $[t_j, t_{j+1}]$, that is,

$$\exists t_1, t_2 \in [t_j, t_{j+1}], \exists x(t_1) \in X(t_1) \exists x(t_2) \in X(t_2), \exists p \in [p], \exists i |$$

$$\exists l (\text{sign} ((\partial f_i / \partial x_l)(x(t_1), p, t_1)) \cdot \text{sign} ((\partial f_i / \partial x_l)(x(t_2), p, t_2)) < 0) \vee$$

$$\exists k (\text{sign} ((\partial f_i / \partial p_k)(x(t_1), p, t_1)) \cdot \text{sign} ((\partial f_i / \partial p_k)(x(t_2), p, t_2)) < 0)$$

(5)

then rule 2 (see appendix A) cannot be used. The first version of our hybridization uses interval Taylor methods and computes the solution set using whole domains. To address this severe shortcoming, we introduce a new rule.

### 3.1 New bracketing methods

In this section, we consider the time intervals $[t_j, t_{j+1}]$ over which condition (5) is satisfied. Thus, let us consider real variable $z \in [\underline{z}, \overline{z}]$ and let us assume that the range of $\frac{\partial f_i}{\partial z}(., z, .)$ over $[\underline{z}, \overline{z}]$ contains zero. Here, $z$ denotes either $x_l$ or $p_k$. Our aim consists in building two functions $f_i^\ell$ and $f_i^\ell$ from the algebraic expression of $f_i$, which satisfy

$$\forall z \in [\underline{z}, \overline{z}], f_i(., z, .) \leq f_i^\ell(., z, .) \leq f_i^\ell(., \underline{z}, .) \leq f_i(., \overline{z}, .).$$

(6)

To derive the two bracketing functions $f_i^\ell$ and $f_i^\ell$, we can use the following property

**Property 1 (P1) [29].** Any Lipschitz function $f_i$ can be written as the sum of one decreasing function $d(., z, .)$ and one increasing function $c(., z, .)$, i.e.:

$$\forall z \in [\underline{z}, \overline{z}] = [z], f_i(., z, .) = d(., z, .) + c(., z, .)$$

(7)

**Proof.** Denoting $\lambda$ the Lipschitz constant of $f_i$ with respect to $z$, one can write $f_i(., z, .) = d(., z, .) + c(., z, .)$, where

$$c(., z, .) = \lambda z,$$

$$d(., z, .) = -(\lambda z - f_i(., z, .)).$$

(8)

(9)

See the detailed proof in [29].
In fact, there are several ways of decomposing function $f_i$. Some decompositions may introduce large overapproximation when writing inequalities (6), hence very loose bounds for the computed reachable set. Therefore, we must look for decompositions that do not introduce the latter overapproximations, decompositions which are obtained using what we define as a pragmatic way. The proof of property (P1) gives one way to decompose function $f_i$ as the sum of one increasing function and one decreasing one (eqs. (8)-(9)). When Lipschitz constant $\lambda$ is large, the computed bounds may be loose (though not necessarily). Therefore, it is also interesting to investigate the possibility to decompose function $f_i$ as the product of one increasing function and one decreasing one. In both cases, we will assume that the decompositions are obtained using pragmatic ways, which we summarize in the following assumption (H1).

**Hypothesis 1 (H1)** The function $f_i$ can be written in a pragmatic way, as the sum or the product of one decreasing function $d(.,z,.)$ and one increasing function $c(.,z,.)$, i.e.:

$$\forall z \in [\underline{z},\overline{z}] = [z], \quad f_i(.,z,.) = d(.,z,.) \star c(.,z,.)$$

where $\star \in \{+, \times\}$.

**Proposition 1**

$$\forall z \in [\underline{z},\overline{z}], \quad d(.,\overline{z},.) \star c(.,\overline{z},.) \leq f_i(.,z,.) \leq d(.,\underline{z},.) \star c(.,\underline{z},.)$$

where $\star \in \{+, \times\}$ if (H1) is true, or $\star \in \{+\}$ if not. □

**PROOF.** If (H1) is true, it is easy to check that

$$\max_{z \in [\underline{z},\overline{z}]}(f_i(.,z,.) = \max_{z \in [\underline{z},\overline{z}]} (d(.,z,.) \star c(.,z,.)$$

$$\leq \max_{z \in [\underline{z},\overline{z}]} (d(.,z,.) \star \max_{z \in [\underline{z},\overline{z}]} c(.,z,.)$$

$$\leq d(.,\overline{z},.) \star c(.,\overline{z},.)$$

$$\min_{z \in [\underline{z},\overline{z}]} (f_i(.,z,.) = \min_{z \in [\underline{z},\overline{z}]} (d(z) \star c(z))$$

$$\geq \min_{z \in [\underline{z},\overline{z}]} (d(.,z,.) \star \min_{z \in [\underline{z},\overline{z}]} c(.,z,.)$$

$$\geq d(.,\overline{z},.) \star c(.,\overline{z},.)$$

If (H1) is not true, then one can use property P1 and the above still holds with $\star \equiv +$. This completes the proof. □

**Remark 2** One may also improve this method by using DC functions theory [6], [46].
We can now state our enhanced rule for designing the bracketing dynamical systems which encompass the original uncertain system (1) in all possible situations. Hence, over each time interval $[t_j, t_{j+1}]$, we use the following enhanced rule.

**Rule 1 (The enhanced rule)**

For each component $f_i(.,.,.)$ of the field vectors $f(.,.,.)$ of the uncertain system (1), one must apply one of the two rules below to obtain the framing functions $\tilde{f}_i(.,.,.)$ and $f_i(.,.,.)$,

1. If (eq.(5) is not satisfied) then use rule 2 presented in appendix A,
2. else if (H1) is true, then use (11) (proposition 1) with (10),
3. else use (11) (proposition 1) with (8)-(9) (property P1).

Consequently, when the bracketing systems obtained by the enhanced rule are analyzed over the whole time interval $[t_0, t_{nT}]$, they behave as subsystems of a hybrid system

\[ \mathcal{H} = \{ \mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_l \} \]

constituted by a collection of bracketing systems and the discrete transitions of the hybrid system $\mathcal{H}$ is governed by sign change of the partial derivatives,

\[ G_{c_{i,k}}(x, p, t) = \text{sign}(\partial f_i(x, p, t)/\partial p_k) \quad \text{and} \]
\[ G_{c_{i,j}}(x, p, t) = \text{sign}(\partial f_i(x, p, t)/\partial x_j) \]

which act as the guard conditions that drive the discrete transitions from one bracketing system to another one. So, given initial conditions, the execution of this hybrid deterministic automaton (12) characterizes a conservative over-approximation of the reachable set of the analyzed uncertain nonlinear continuous system (1).

### 3.2 Illustrative example

Let us consider the following uncertain system

\[
\begin{align*}
\dot{x}_1 &= f_1(x_2) = \frac{x_2}{4 + x_2} \\
\dot{x}_2 &= f_2(x_1, x_2) = \frac{x_2 x_1}{(1 + x_1)(2 + x_1)}
\end{align*}
\]

where $x_1(t_0)$ and $x_2(t_0)$ belong in positive intervals $[x_1(t_0)]$ and $[x_2(t_0)]$ respectively. Note that, for these initial conditions all the state trajectories $x_1(t)$ and $x_2(t)$ stay positive for any $t \geq t_0$ because the face $x_2(t_0) = 0$ is repulsive.
Now, to design a deterministic hybrid system which encompasses the uncertain system (14), we must analyze the signs of the two following partial derivatives \( \frac{\partial f_1}{\partial x_2} (x_2) \) and \( \frac{\partial f_2}{\partial x_1} (x_1, x_2) \). Thus, for the first partial derivative it is clear that it is always positive for any \( x_2(t) \in [x_2(t)] \). However, for the second partial derivative there exist three situations with respect to the following guard condition

\[
G_{c_{2,1}}(x_1, x_2) = \text{sign}(\frac{\partial f_2}{\partial x_1}(x_1, x_2)) = \text{sign}(2 - x_1^2). \tag{15}
\]

There are two situations where the sign of the guard condition can be ascertained:

- \( \forall x_1(t) \in [x_1(t)], \ 2 - x_1^2 \geq 0 \) then by using the rule 2 we obtain as bracketing system \( \mathcal{M}_1 \)

\[
\mathcal{M}_1 = \begin{cases}
\dot{x}_1 = \frac{x_2}{4 + x_2} \\
\dot{x}_2 = \frac{x_2 x_1}{(1 + x_1)(2 + x_1)} \\
\dot{x}_1 = \frac{x_2}{4 + x_2} \\
\dot{x}_2 = \frac{x_2 x_1}{(1 + x_1)(2 + x_1)}
\end{cases} \tag{16}
\]

- \( \forall x_1(t) \in [x_1(t)], \ 2 - x_1^2 < 0 \) then by using the rule 2 we obtain as bracketing system \( \mathcal{M}_2 \)

\[
\mathcal{M}_2 = \begin{cases}
\dot{x}_1 = \frac{x_2}{4 + x_2} \\
\dot{x}_2 = \frac{x_2 x_1}{(1 + x_1)(2 + x_1)} \\
\dot{x}_1 = \frac{x_2}{4 + x_2} \\
\dot{x}_2 = \frac{x_2 x_1}{(1 + x_1)(2 + x_1)}
\end{cases} \tag{17}
\]

The third situation corresponds to the case where there exist \( x'_1(t) \) and \( x''_1(t) \) in \([x_1(t)]\) such that

\[
2 - x'^2_1(t) > 0 \text{ and } 2 - x''^2_1(t) < 0.
\]

Hence, to obtain the third bracketing system \( \mathcal{M}_3 \), we use rule 2 to frame \( f_1 \) and \( f_2 \) with respect to \( x_2 \) and we use the new bracketing method (e.g. we use proposition 1 under (H1) with \( \ast = + \)) to frame \( f_2 \) with respect to \( x_1 \), in a pragmatic way. For this, we rewrite \( f_2 \) as

\[
f_2(x_1, x_2) = x_2\left(\frac{2}{x_1 + 2} - \frac{1}{x_1 + 1}\right)
\]

and so we obtain the following double inequalities \( \forall x_1(t) \in [x_1(t)] \)

\[
x_2\left(\frac{2}{x_1 + 2} - \frac{1}{x_1 + 1}\right) \leq f_2(x_1, x_2) \leq x_2\left(\frac{2}{x_1 + 2} - \frac{1}{x_1 + 1}\right),
\]

which allow to obtain the below third bracketing system \( \mathcal{M}_3 \)
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• if $2 \in [x_1^2(t)]$, then by using the enhanced rule we obtain as bracketing system $\mathcal{M}_3$

$$
\mathcal{M}_3 = \begin{cases}
\dot{x}_1 = \frac{x_2}{4+x_2} \\
\dot{x}_2 = x_2\left(\frac{2}{\bar{x}_1+2} - \frac{1}{\bar{x}_1+1}\right) \\
\dot{\bar{x}}_1 = \frac{x_2}{4+\bar{x}_2} \\
\dot{\bar{x}}_2 = x_2\left(\frac{2}{\bar{x}_1+2} - \frac{1}{\bar{x}_1+1}\right)
\end{cases}
$$

(18)

Thus, according to the sign of the guard condition (15), the hybrid system $\mathcal{H} = \{\mathcal{M}_1,\mathcal{M}_2,\mathcal{M}_3\}$ which encompasses the uncertain system (14) is governed by the automaton depicted in the Figure 1.

### 3.3 Comment on convergence analysis

It is well established today that contrarily to statistical state estimators for which the convergence issues are handled through the asymptotic properties of the point estimations when the number of data measurements tends to infinity, the convergence of set membership state estimation or state interval observers is connected to the properties of guaranteedness and arbitrary precision. The guaranteedness property is the fact that the estimated set for the state vector is guaranteed to enclose the actual state vector of the system. The property of arbitrary precision means that the estimated set converges from the outside to the actual state vector. These issues are now well-established for bounded-error observers for discrete-time systems, see [19] for details. For the type of systems under study in the present paper, the arbitrary precision convergence property is subject to the one of the prediction step, i.e. the verified integration of the ODE. To address this issue, one can analyze the boundedness of the reachable set as over-approximated by our nonlinear hybridization method, which in turn can be addressed by analyzing the convergence of the size of the derived over-approximation. In [40] we have shown how to tackle this problem via the $\epsilon$-practical stability notion for hybrid and switching systems developed in [48], i.e. conditions which keep system trajectories within given bounds. Indeed, we have given in Proposition 7 of [40] a condition on the eigenvalues of the Jacobian matrix of the nonlinear uncertain system which ensures practical stability for the size of the estimated reachable set over a bounded time horizon. In other words, this result makes it possible to analyze whether the size of the reachable set computed between two measurement time instants remains within given bounds.
4 Application

In order to emphasize the performance of our nonlinear hybridization approach allied with the improved bracketing rule, when used for set-membership state estimation, we will consider state estimation with bioreactors. Furthermore, we will compare the performance of our prediction-correction method with the interval observer proposed in [29]. The latter assumes continuous time measurements, or at least very fast sampling of them. To the contrary, our method considers discrete time or rare data. We will show that our set-membership state estimation approach yields better results than interval observers when sampling periods for actual data are either small or fairly large.

A bioreactor is based on fermentation principles which consist in exploiting metabolic reactions that take place in cells of microorganisms (bacteria, yeast, phytoplankton, etc.). The derivation of a model for bioreactors is in general difficult. This is mainly due to the presence of living organisms whose behavior is only poorly represented by uncertain parametric functions. It is therefore interesting to model the uncertain variables and uncertain parameters of these systems by interval vectors.

Here, we address a simple model where only one population of microorganisms is taken into account. Two state variables are necessary to describe the state of the bioreactor. The first one represents the microorganism concentration called biomass and denoted by $x_1$, the second one represents the substrate concentration, denoted by $x_2$. The growth rate is given by the Haldane model. Thus one gets the following standard equations for the dynamics of the two state bioreactor

\[
\begin{align*}
\dot{x}_1(t) &= \mu_0 \mu(x_2)x_1 - \alpha D(t)x_1 \\
\dot{x}_2(t) &= -k_1 \mu_0 \mu(x_2)x_1 + D(t)(s_{in}(t) - x_2)
\end{align*}
\]

(19)

where $\mu_0 \mu(x_2)$ is the growth rate of biomass, modeled by non-monotonic Haldane law:

\[
\mu_0 \mu(x_2) = \mu_0 \frac{x_2}{x_2 + k_s + \frac{x_2^2}{k_i}}
\]

(20)

with an uncertain bounded parameter $\mu_0$

\[
\mu_0 \leq \mu_0 \leq \mu_0 .
\]

This type of bioreactor is fed by a solution containing substrate in concentration $s_{in}(t)$ which is not known exactly

\[
s_{in}(t) \leq s_{in}(t) \leq \bar{s}_{in}(t)
\]
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and we assume also that biomass measurement is available at discrete time instants \( t_j \) (\( j \in \{1, \ldots, n_f\} \)), and than its feasible domain is given by

\[
[y](t_j) = x_1(t_j) + [-e, +e](t_j), \ j \in \{1, \ldots, n_f\}
\]

where \( e \) is the maximal absolute measurement error at instant \( t_j \).

4.1 Building the hybrid bracketing system

In order to establish the local bracketing systems for bioreactor (19), the analysis of the variations of its partial derivatives signs is necessary. It is easy to show that the signs of the partial derivatives are always constant, except for \((\partial \dot{x}_1/\partial x_2)\). Indeed, the sign of the latter depends on substrate \( x_2(t) \):

\[
\text{sign}(\frac{\partial \dot{x}_1}{\partial x_2}(t)) = \text{sign}(\sqrt{k_s k_i - x_2(t)}) \tag{22}
\]

We have to use our nonlinear hybridization approach for guaranteed set integration with (19). According to the sign of \((\partial \dot{x}_1/\partial x_2)\), system (19) admits three local bracketing systems which form the hybrid bracketing system. Indeed, the first system \( \mathcal{M}_1 \) is valid over time intervals \([t_j, t_{j+1}]\) when the derivative is negative

\[
\mathcal{M}_1 \begin{cases}
\dot{x}_1(t) = \bar{\mu}_0 \mu(x_2) x_1 - \alpha D(t) x_1 \\
\dot{x}_2(t) = -k_1 \bar{\mu}_0 \mu(x_2) x_1 + D(t)(x_m(t) - x_2) \\
\dot{x}_1(t) = \mu_0 \bar{\mu}(x_2) x_1 - \alpha D(t) x_1 \\
\dot{x}_2(t) = -k_1 \bar{\mu}_0 \mu(x_2) x_1 + D(t)(x_m(t) - x_2)
\end{cases} \tag{23}
\]

and the second system \( \mathcal{M}_2 \) is valid over time intervals when the derivative is positive

\[
\mathcal{M}_2 \begin{cases}
\dot{x}_1(t) = \bar{\mu}_0 \mu(x_2) x_1 - \alpha D(t) x_1 \\
\dot{x}_2(t) = -k_1 \bar{\mu}_0 \mu(x_2) x_1 + D(t)(x_m(t) - x_2) \\
\dot{x}_1(t) = \mu_0 \bar{\mu}(x_2) x_1 - \alpha D(t) x_1 \\
\dot{x}_2(t) = -k_1 \bar{\mu}_0 \mu(x_2) x_1 + D(t)(x_m(t) - x_2)
\end{cases} \tag{24}
\]

Recall that systems (23) and (24) are built locally by means of rule 2. Now, over the time intervals where the sign of \((\partial \dot{x}_1/\partial x_2)\) is not constant, we can use the new bracketing method to frame \( \mu(x_2) \) and so obtain a third bracketing system \( \mathcal{M}_3 \). Indeed, for \( k_s = 9.28 \) and \( k_i = 256 \), we can rewrite \( \mu(x_2) \) as

\[
\mu(x_2) = \frac{266.43}{x_2 + 246.35} - \frac{10.43}{x_2 + 9.64}, \tag{25}
\]
then we have the following double inequalities to frame $\mu(x_2)$:

$$\frac{266.43}{x_2 + 246.35} - \frac{10.43}{x_2 + 9.64} \leq \mu(x_2) \leq \frac{266.43}{x_2 + 246.35} - \frac{10.43}{x_2 + 9.64} \tag{26}$$

Consequently, we consider as third bracketing system $M_3$, the following differential equations:

$$\begin{align*}
\dot{x}_1(t) &= \mu_0\left(\frac{266.43}{x_2 + 246.35} - \frac{10.43}{x_2 + 9.64}\right)x_1 - \alpha D(t)x_1 \\
\dot{x}_2(t) &= -k_1\mu_0\mu(x_2)x_1 + D(\hat{x}_{in}(t) - \bar{s}_2) \\
\dot{x}_1(t) &= \mu_0\left(\frac{266.43}{x_2 + 246.35} - \frac{10.43}{x_2 + 9.64}\right)x_1 - \alpha D(t)x_1 \\
\dot{x}_2(t) &= -k_1\mu_0\mu(x_2)x_1 + D(t)(\hat{x}_{in}(t) - \bar{s}_2). \tag{27}
\end{align*}$$

We have succeeded in building the bracketing systems needed to solve the prediction phase of the Prediction-Correction Set-Membership Estimator. In the Guaranteed-Set-Integration function, the hybrid system $H = \{M_1, M_2, M_3\}$ with guard condition $G_{C1,2}(x_2) = \text{sign}(\sqrt{k_s k_i} - x_2(t))$ is implemented.

### 4.2 Test and results

The data considered in this example are as follows: $\alpha = 0.5$, $k = 42.14$, $k_s = 9.28 \text{mmol/l}$, $k_i = 256 \text{mmol/l}$, $\mu_0 \in [0.703, 0.777]$, $x_1(t_0 = 0) \in [0, 10]$, $x_2(t_0 = 0) \in [0, 100]$, $s_{in}(t) \in [0.95, 1.05](50 + 15 \cos(1/5t))$,

$$D(t) = \begin{cases} 
2 & \text{if } 0 \leq t < 5 \\
0.5 & \text{if } 5 \leq t < 10 \\
1.067 & \text{if } 10 \leq t \leq 20,
\end{cases}$$

and the feasible measurement domain is given by $[y](t_j) = [0.95y(t_j), 1.05y(t_j)]$, with a constant measurement time step $h = t_{j+1} - t_j = 0.3$ days. Almost all these data are the same as those given in [29].

First, we use the interval Hermite-Obreschkoff series with variable step control as implemented in the VNODE software [33, 35], for guaranteed set integration within the Prediction-Correction Set-Membership Estimator. The interval Taylor method fails to solve guaranteed set integration.

To the contrary, our nonlinear hybridization approach successfully solves the prediction stage as shown below. The red bold continuous curves on Figure 2
and Figure 3 show a guaranteed enclosure of all the possible state trajectories of (19) consistent with all the uncertainties and the feasible domains for measurements. The blue dashed curves represent the pseudo-actual data for state vector of (19) as obtained by running the model with the following values for the uncertain parameters and the initial state: \( \mu_0 = 0.74, x_1(t_0 = 0) = 5, x_2(t_0 = 0) = 40 \) and \( s_{in}(t) = 50 + 15 \cos(1/5t) \). Figure 4 shows the autonomous switching signal which controls the switching between the three bracketing systems. This signal depends only on the initial conditions.

As first conclusion, our nonlinear hybridization method successfully addresses set membership state estimation for system (19) whereas interval Taylor methods fail to do so.

**Remark 3** If one uses the old nonlinear hybridization method to deals with this example, it is necessary to combine the interval Taylor method with a bisection strategy to obtain satisfactory results even when the magnitude of the uncertainties on the initial state vector and the parameter vector is small.

### 4.3 Comparison with interval observer

In this subsection, we compare, by using simulated data, the results of the set-membership state estimation obtained with a prediction-correction estimator using our enhanced nonlinear hybridization, and those obtained with the bundle interval observer as developed in [29]. Recall that the main advantage of the prediction-correction approach w.r.t interval observers is the fact that it considers discrete-time measurements which is more realistic in practice.

To make this comparison we have, made the following assumptions

- For the continuous-time measurement case: we use a bundle of estimations obtained by considering in parallel 70 interval observers working with various gains taken in \((k_1, k_2)^T \in [-14, 0] \times [0, 140]\) and with a reinitialization period \( r_p = 1 \) days. The structure of these interval observers is given in [29]. Note that, we have used consistency techniques to eliminate the negative values of the lower bound of the substrate generated by the interval observers.
- For the discrete-time measurement case: we use the prediction-correction estimator allied with the nonlinear hybridization and we set the measurement time step \( h = 0.1 \) days.

The other parameters, uncertainties and initial state vector are the same as in the previous subsection.

As shown in Figure 5 and Figure 6, the prediction-correction estimator gives
better results than the bundle interval observers. The red curves correspond to the estimated interval state vector obtained by the prediction-correction estimator and the green dotted curves correspond to the estimated interval state vector as obtained by the bundle of interval observers.

Now, let us reduce the reinitialization period of the bundle interval observers to $r_p = 0.5$ days and increase the time measurement step to $h = 0.5$ days. Here also the prediction-correction estimator works better than the bundle interval observers. See Figure 7 and Figure 8.

In a last test, we keep reinitialization period $r_p = 0.5$ days and we take a larger measurement time step $h = 5$ days. Figure 9 and Figure 10 show that if the prediction-correction estimator works with very large measurement time step, then it may give results which are not better than the bundle interval observers.

5 Conclusion

In this paper, we have addressed set membership state estimation for continuous-time systems from discrete-time measurement data. We used a nonlinear hybridization approach to set integration with an improved rule for deriving bracketing systems. The prediction-correction set-membership estimator can now be used with a broader class of nonlinear systems. We successfully illustrated the obtained estimator with examples involving bioreactors and we compared the results of our method with the ones given by a classical method which uses a bundle of interval observers.

Future work should focus on the use of consistency techniques to improve further the accuracy of estimated state boxes, and to filter the feasible domain for the uncertain parameters.
A Appendix. An adapted version of Müller theorem

Here, we recall Müller's theorem [32, 27, 47, 45] as reported in [20].

**Theorem 1 ([47, 21])** If $\underline{\pi}_i(t)$ and $\bar{\pi}_i(t)$ satisfy the following inequalities for all $i \in \{1, \ldots, n\}$

- the left DINI derivatives $D^-\underline{\pi}_i(t)$ and $D^-\bar{\pi}_i(t)$ and the right DINI derivatives $D^+\underline{\pi}_i(t)$ and $D^+\bar{\pi}_i(t)$ of $\underline{\pi}_i(t)$ and $\bar{\pi}_i(t)$ are such that

$$D^\pm\bar{\pi}_i(t) \leq \min_{\mathbb{R}(t)} f_i(x, p, t)$$  \hspace{1cm} (A.1)
Fig. 3. The estimated interval substrate. Red continuous curves represent the lower and the upper bounds of this interval, blue dashed curves represent the real value of substrate. $h = 0.3$ days.

Fig. 4. Autonomous switching signal
Fig. 5. The estimated interval biomass. Red continuous curves represent the lower and the upper bounds of this interval obtained by the prediction-correction estimator. Green dots curves represent lower and the upper bounds of this interval obtained by the bundle observers. $h = 0.1$ days and $r_p = 1$ days.

Fig. 6. The estimated interval substrate. Red continuous curves represent the lower and the upper bounds of this interval obtained by the prediction-correction estimator. Green dots curves represent lower and the upper bounds of this interval obtained by the bundle observers. $h = 0.1$ days and $r_p = 1$ days.
Fig. 7. The estimated interval biomass. Red continuous curves represent the lower and the upper bounds of this interval obtained by the prediction-correction estimator. Green dots curves represent lower and the upper bounds of this interval obtained by the bundle observers. $h = r_p = 0.5$ days.

Fig. 8. The estimated interval substrate. Red continuous curves represent the lower and the upper bounds of this interval obtained by the prediction-correction estimator. Green dots curves represent lower and the upper bounds of this interval obtained by the bundle observers. $h = r_p = 0.5$ days.
Fig. 9. The estimated interval biomass. Red continuous curves represent the lower and the upper bounds of this interval obtained by the prediction-correction estimator. Green dots curves represent lower and the upper bounds of this interval obtained by the bundle observers. $h = 5$ days and $r_p = 0.5$ days.

Fig. 10. The estimated interval substrate. Red continuous curves represent the lower and the upper bounds of this interval obtained by the prediction-correction estimator. Green dots curves represent lower and the upper bounds of this interval obtained by the bundle observers. $h = 5$ days and $r_p = 0.5$ days.
\[ D^+ \tau_i(t) \geq \max_{\bar{\mathcal{D}}(t)} f_i(x, p, t) \quad (A.2) \]

where \( \mathcal{D}(t) \) is the subset of \( \bar{\mathcal{D}}(t) \) defined by

\[ \mathcal{D}_i : \left\{ \begin{array}{l}
  x_i = \bar{x}_i(t) \\
  \bar{x}_j(t) \leq x_j \leq \bar{x}_j(t), \ j \neq i \\
  \underline{p} \leq p \leq \bar{p}
\end{array} \right. \quad (A.3) \]

and where \( \bar{\mathcal{D}}(t) \) is the subset of \( \mathcal{D}(t) \) defined by

\[ \bar{\mathcal{D}}_i : \left\{ \begin{array}{l}
  x_i = \bar{x}_i(t) \\
  \bar{x}_j(t) \leq x_j \leq \bar{x}_j(t), \ j \neq i \\
  \underline{p} \leq p \leq \bar{p}
\end{array} \right. \quad (A.4) \]

Then for all \( x_0 \in [x_0, \bar{x}_0], \ p \in [p, \bar{p}] \), the following double inequalities hold

\[ \bar{f}(x, x, p, p, t) \leq f(x, p, t) \leq f(x, x, p, p, t), \ \forall \ t_0 \geq t \quad (A.5) \]

and the solution \( x(t) \) of the system (1) exists and remains bounded by

\[ x(t) \leq x(t) \leq \bar{x}(t), \ \forall \ t_0 \geq t \quad (A.6) \]

where \( x(t) \) and \( \bar{x}(t) \) are the solution of the system (4). In addition, if for all \( p \in [p_0, \bar{p}_0] \), the function \( f(x, p, t) \) is Lipschitz with respect to \( x \) over \( \mathcal{D} \) then this solution is unique for any given \( p \).

**Remark 4** The comparison operator \( \leq \) applied between vectors should be understood as a collection of inequalities applied component by component.

**PROOF.** See [47, 45].

One manner to implement the above theorem when all the partial derivatives have constant sign, is given in [39, 40]. Indeed, we use the following rule.

**Rule 2** [Analysis of the partial derivatives signs]: The inequalities below are meant \( \forall t \in [t_j, t_{j+1}], \forall x(t) \in X(t) \) and \( \forall p \in P \). Define \( \delta^l(p_k) \) as follows

\[ \delta^l(p_k) = \left\{ \begin{array}{ll}
  \frac{\partial f_i}{\partial p_k} & \text{if } \frac{\partial f_i}{\partial p_k} \geq 0 \\
  \frac{\partial f_i}{\partial p_k} & \text{if } \frac{\partial f_i}{\partial p_k} < 0
\end{array} \right. \quad (A.7) \]

and \( \delta^l(p) = [\delta^l(p_1), ..., \delta^l(p_k), ...]^T \). In a similar way, define \( \delta^u(p_k) \) as follows

\[ \delta^u(p_k) = \left\{ \begin{array}{ll}
  \frac{\partial f_i}{\partial p_k} & \text{if } \frac{\partial f_i}{\partial p_k} \geq 0 \\
  \frac{\partial f_i}{\partial p_k} & \text{if } \frac{\partial f_i}{\partial p_k} < 0
\end{array} \right. \quad (A.8) \]
and $\delta^i(p) = [\delta^i(p_1), \ldots, \delta^i(p_k), \ldots]^T$. Now define $\gamma^i(x)$ as follows:

$$\gamma^i(x_j) = \begin{cases} x_i & \text{if } i = j \\ x_j & \text{if } (i \neq j) \land \frac{\partial f_i}{\partial x_j} \geq 0 \\ x_j & \text{if } (i \neq j) \land \frac{\partial f_i}{\partial x_j} < 0 \end{cases} \quad (A.9)$$

and $\gamma^i(x) = [\gamma^i(x_1), \ldots, \gamma^i(x_j), \ldots]^T$. In a similar way, define $\gamma^i(x)$ as follows:

$$\gamma^i(x_j) = \begin{cases} x_i & \text{if } i = j \\ x_j & \text{if } (i \neq j) \land \frac{\partial f_i}{\partial x_j} \geq 0 \\ x_j & \text{if } (i \neq j) \land \frac{\partial f_i}{\partial x_j} < 0 \end{cases} \quad (A.10)$$

and $\gamma^i(x) = [\gamma^i(x_1), \ldots, \gamma^i(x_j), \ldots]^T$. Now the components of the differential equations which make it possible to compute the upper and lower solutions are obtained as follows:

$$i = 1, \ldots, n, \quad \begin{cases} \dot{x}_i(t) = f_i(\gamma^i(x), \delta^i(p), t) \\ \ddot{x}_i(t) = f_i(\gamma^i(x), \delta^i(p), t) \end{cases} \quad (A.11)$$

Denote

$$f_i(x, \bar{x}, p, \bar{p}, t) = f_i(\gamma^i(x), \delta^i(p), t) \quad (A.12)$$
$$\bar{f}_i(x, \bar{x}, p, \bar{p}, t) = f_i(\gamma^i(x), \delta^i(p), t) \quad (A.13)$$

then obviously $\bar{x}(t)$ and $\bar{x}(t)$ are in general, solutions of a system of coupled differential equations, that is

$$\begin{cases} \dot{x}(t) = f(x, \bar{x}, p, \bar{p}, t), & x(t_j) = x_j, \quad t \in [t_j, t_{j+1}] \subset I \\ \ddot{x}(t) = \bar{f}(x, \bar{x}, p, \bar{p}, t), & \bar{x}(t_j) = \bar{x}_j \end{cases} \quad (A.14)$$

which involves no uncertain quantity. □

References


Proceedings 6th IFAC Symposium on Robust Control. Toulouse.


